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Abstract

Line Differential Protection Systems are essential for protecting the power
grid from system faults, but they require communication to exchange mea-
surement values for the protection algorithm. This communication has to
fulfill deterministic constraints and low-delay requirements and additionally
needs to be protected against cyber attacks. Existing systems are often either
costly and based on deprecated technology or suffering from maloperations.
In order to allow for both, economical and reliable operation, we present the
first holistic communication concept capable of using state-of-the-art packet
switched networks. Our solution consists of three parts: (i) we develop a list
of design requirements for Line Differential Protection Systems communica-
tion; (ii) we propose a communication concept obeying these design require-
ments by combining cryptographical and physical security approaches; and
(iii) we evaluate our solution in a practical setup. Our evaluation shows a
clock accuracy of 3 microseconds with a resilience to asymmetric delay at-
tacks down to 8 nanoseconds per second. This demonstrates the secure and
fault-free operation of a Line Differential Protection System communicating
over a state-of-the-art network.
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1. Introduction

The power grid is responsible to provide electrical energy to meet the
needs of the society. Hence, the power grid is a critical infrastructure and
has to be protected. To fulfill all requirements of a grid protection system for
power lines, faults, like an earth fault or short circuit, have to be detected and
the adequate action has to be performed. Conversely, no action is allowed
to be performed in the case of a healthy state. Basically, three protection
principles are used for grid protection according to [1]: overcurrent protec-
tion, distance protection, and differential protection. The protection system
additionally needs to be protected from malicious, intentional attacks.

The influential change of the electrical grid from a hierarchical to a dis-
tributed topology causes a variety of consequences, like reverse power flow
which disrupts existing power grid protection systems, as discussed in [2, 3].
This change is rooted by introducing Distributed Renewable Energy Sources
(DRES), e.g., wind and photovoltaic power plants, which are replacing cen-
tralized big scale power plants, e.g., coal and nuclear power plants. Lightner
and Widergren [4] previously discussed this grid evolution and the aggra-
vating effect of arising lack of power due to non-controllable environmental
situations at decreased wind speed or illumination from the sun. Hence, a
power grid including a power control is required to cover the demand of elec-
trical energy in a power grid with DRES. As a consequence, the direction of
the power flow is changing depending on environmental factors.

Alvin et al. [2] already discussed the impact of the power flow direction
on protection systems and proposed a phase comparison scheme based on
the same principle as the differential protection scheme. It is inevitable to
adapt the protection schemes to the resulting characteristic of the evolved
distributed power grid. To establish safe operation of the grid, a robust and
flexible protection system is necessary which can handle bidirectional energy
flow, as discussed in [2, 5].

Overcurrent and distance protection are well established protection types,
suffering from complex coordination of the relay parametrization in a grid
with frequent change of the power flow direction. In contrast, the big ad-
vantage of a differential protection system is the absolute selectivity in its
protection area and its correct function independent of the energy flow direc-
tion. This scheme, according to Fig. 1, is proposed to work most efficient in
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Figure 1: Arrangement of a Line Current Differential Protection (LCDP) system.

a power grid with increasing penetration level of DRES [3]. Therefore, the
importance of differential protection and especially Line Current Differential
Protection (LCDP) is increasing in the grid and is considered in this work
because of its convincing characteristics.

In this work, LCDP protection relays as discussed in [5] are contemplated,
which compare the measured currents between the ends of the power line
(e.g., overhead line or cable). According to Kirchhoff’s current law, the
resulting current must be zero in a non-fault condition. If there is a resulting
current above a preset threshold, a fault in the power system is detected. To
get an accurate result of the difference current, measurement values from the
same point in time have to be compared. Therefore, synchronized sampling
at both ends of the line is required to yield proper results.

Fig. 1 shows the basic arrangement of such a system at the top and
the diagram on the bottom shows on the left side accurately synchronized
samples, whereas resulting difference current caused by poor synchronized
samples is shown on the right side. Therefore, accurate synchronization
is inevitable for LCDP systems, otherwise a spuriously calculated difference
current is the result. As a matter of the functional principle a communication
between the protection relays, i.e., the protection interface, is required to
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exchange their measurement values. The timing constraint for transferring
the measurement value, i.e., path delay tPD along the communication channel,
must be lower than the specified limit tlimit (cf., Fig. 1).

An LCDP system is a vital protection approach for the prevailing grids,
yet suffering from high interface costs. Todays realizations either use a ded-
icated Fiber Optical (FO) cable, or a communication network with a Time
Division Multiplexing (TDM) method (e.g., Synchronous Digital Hierarchy
(SDH)). TDM-based systems served well through the 1990s, but reached end
of life, as discussed in [6, 7]. This Wide Area Network (WAN) technology
is replaced by Packet Switched Networks (PSNs), like Ethernet [8]. Further
literature [9] also stated that PSNs are increasingly adopted by electrical util-
ities because of: ”packet-based networks offering several operational benefits;
the lack of availability of leased Time-Division Multiplexing (TDM) services;
the decline of expertise and availability of legacy technologies; and network
infrastructure cost optimisations” (Sec. I). A secure and efficient communi-
cation concept to use Ethernet WANs for the protection interface has not
been discussed yet and is proposed in this paper.

Security investigations are of big importance in addition to protecting
the grid from system faults in order to maintain a safe operation and high
availability. Hansen et al. [10] previously discussed the vulnerability of
the power grid to cyber attacks referring to the attacked Ukrainian power
grid. Therefore, availability, confidentiality and integrity has to be ensured
to provide a secure operation of the protection system. In order to achieve
this, well-established protocols are available (e.g., IPsec [11] or Transport
Layer Security [12]), to meet the security requirements. Nevertheless, it is not
possible to prevent all possible threats (e.g., packet dropping and asymmetric
delay attacks).

In the following, we describe related work, the contributions of our work
and this paper's structure.

1.1. Related work

To realize an efficient concept that uses Ethernet communication systems
for the protection interface, the requirements for the communication have to
be identified first. Operational requirements for LCDP according to standard
exist [1, 13], but no holistic summary for the communication interface.

The authors in [14] use the Global Positioning System (GPS) for clock
synchronization. GPS is not contemplated in this work by reason of security
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issues (e.g., GPS spoofing [15]). Another approach focuses on using channel-
based clock synchronization, like the Precision Time Protocol (PTP) accord-
ing to [16], which needs correcting clocks along the communication path and
the data transfer is based on Layer 2 Ethernet messages [17]. The use of
correcting clocks is costly and most existing infrastructures do not support
them. Blair et al. [9] discusses the realization of an LCDP system over an
IP-based Multi Protocol Label Switching (MPLS) WAN without the use of
sampling synchronization between the protection relays. The correction of
asymmetric latencies or jitter, respectively, is performed by using a feature
called asymmetrical delay control. Their implementation presents a cost-
effective solution, but suffers from possible maloperations, i.e., unwanted
operation of the protection relay.

[18] and [19] propose clock synchronization algorithms for exponential
distributed delays, like they occur in PSNs. No implementation and no
measurement was presented in real-life systems so far.

A predestined protocol for securing IP-based Ethernet communication is
IPsec [11]. A major security issue for channel-based clock synchronization,
which can not be solved by using IPsec, is the asymmetric delay attack. This
issue represents a physical attack on the system. Several approaches were
published so far, but no proposed solution solves this threat for our scenario.
Moussa et al. [20] propose the use of additional GPS receiver and Mizrahi
[21] uses multiple communication channels as reference to detect asymmetric
delay attacks. Since no GPS receiver and only a single channel is assumed
in this work, we presented in [22] a threats analysis and a relating security
concept for this application.

1.2. Contributions

With the increased penetration of Smart Grids, communication infras-
tructures based on PSN (e.g., Ethernet), is widely available. A secure, accu-
rate and cost-efficient system architecture for the protection interface of an
LCDP system using this widespread available infrastructure is the key fea-
ture for the broad application of LCDP systems to maintain system safety
of state-of-the-art power grids.

In this work, a new communication concept for the protection interface
is developed, which fulfills the necessary requirements to realize a secure
and accurate working LCDP system which uses the existing Ethernet infras-
tructures. From [22, 13] we summarize the operational requirements on the
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communication and present a suitable solution for the protection interface.
The contributions of this paper are:

• A complete set of requirements for the protection interface communi-
cation system of an LCDP system communicating over PSN;

• A holistic concept that enables secure and cost-efficient implementation
of the protection interface communication system of an LCDP system
without the risk of maloperations;

• Verification measurements of the implemented proposed clock synchro-
nization algorithm in an embedded system, tested in real-life PSN in-
frastructures;

This article includes a comprehensive analysis of some aspects which have
previously appeared in [23, 18, 22]. First, the concept bases on the proposed
transport protocols from [23] including a channel-based clock synchronization
from [18] which is implemented in hardware and tested in active Ethernet
WANs under various conditions and the relating results are presented in this
paper. Second, the proposed security concept, presented in [22], is inves-
tigated in this work for its interoperability. The holistic concept including
the requirements, the implementation and the evaluation is presented in this
paper.

1.3. Paper organization

Section 2 specifies all requirements of the protection interface commu-
nication system of an LCDP system. Section 3 presents a state-of-the-art
implementation using PSNs. Section 4 presents the proposed concept of
using existing PSNs for fulfilling the specified requirements and Section 5
evaluates it. The conclusion is finally presented in Section 6.

2. Requirements for the protection interface communication sys-
tem of LCDP systems

This section summarizes the necessary requirements for the protection
interface communication system of an LCDP system. We first provide a gen-
eral description of LCDP systems, followed by a detailed set of requirements,
shown in Sec. 2.1 to 2.7. Sec. 2.8 summarizes the requirements which are
subsequently illustrated in Table 1.
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The aim of a power system protection relay is to detect and clear faults
in a power system. The total clearing time1 should be as low as possible to
minimize the impact of such a fault on the surrounding parts of the grid.
The basic arrangement of the protection scheme considered in this research,
an LCDP system is depicted in Fig. 1. As a matter of principle, the data
from relay A has to be transmitted to relay B and vice versa to be able to
compare against the tripping criterion, i.e., the threshold difference current
at which the power line has to be switched off.

The operation of the LCDP system is divided into two protection modes,
the main and the back-up protection mode. The main protection mode is
the standard operation mode of the LCDP, with the difference current used
to build the tripping criterion. If the relays recognize (e.g., by a concept
proposed in this work) that the communication system is not trustworthy,
the protection device switches over to the back-up protection mode (e.g.,
overcurrent protection). In this case, the power line is still protected, but
suffering from the disadvantages of the implemented protection scheme.

Clock synchronization is inevitable to yield accurate results for the calcu-
lated difference current, as demonstrated in the diagram in Fig. 1. Commu-
nication latency, i.e., path delay tPD, must be underneath a certain level to
ensure adequate clearing times. If the threshold value for the communication
latency is exceeded, the requirement on determinism (see Sec. 2.5) is violated.
The necessary bandwidth for transmitting the measurement values has to be
provided by the communication network. The used communication network
needs to be resilient to maintain a highly available and reliable protection
interface. To yield a wide utilization of the system, cost-efficiency is of big
importance.
The rest of this section discusses these requirements for the protection inter-
face communication system to operate a proper LCDP system.

2.1. Clock synchronization

To maintain accurate operation of the LCDP system, the measurement
data from the local and the remote station (assuming Relay A is the local
and Relay B the remote station) have to be allocated a timestamp to be able
to compare the measurement values from the same point in time. Therefore,

1”The maximum time between the fault initiation and its clearing such that the power
system is transiently stable”, according to [24]
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accurate clock synchronization is required. IEC 61850-90-1 recommends a
maximum deviation of 10µs for LCDP systems if high fault current sensitiv-
ity is required [13].

2.2. Security

In order to protect against intentional attacks, like Blackmailing or Nation-
State Attacks, security measures have to be conducted. [25] presents disrup-
tions of the Ukraine’s power system in 2015 and 2016, caused by malicious
attacks.

Therefore a security concept for LCDP systems is inevitable. To the
best of our knowledge, no previous work apart from [22] is published, which
describes the security requirements for the protection interface of an LCDP
system in terms of intentional attacks.

The IEEE standard 1686-2013 [26] recommends countermeasures against
security vulnerabilities for power system protection devices, whereas LCDP
systems, i.e., teleprotection devices, are explicitly excluded. Therefore, we
have discussed these requirements including a detailed threats analysis in a
previous publication [22]. While IPsec can ensure a cryptographic security
against cyber attacks on the protection interface communication system, it
can not protect from physical channel attacks (e.g., delay attack by injecting
additional delay) that may yield a malfunction of the system.

For this case, it is necessary to detect if the communication is affected
by an attack. Thus, the security measure needs a reliable detection if such
physical attacks are happening. In this case, the operation mode of the
protection relay has to switch over to the back-up protection mode such
that the power line is still protected, albeit with a less favorable protection
mode. Therefore, it is also part of the security measure, in addition to a
security protocol, to detect unpreventable attacks for maintaining a secure
communication and consequently a safe operation of the power line.

2.3. Communication latency

The communication latency tPD is the time it takes for transferring one
measurement value to the remote station. It is added to the default tripping
time and thus is subject of minimization to maintain a low clearing time. IEC
61850-90-1 [13] recommends a maximum tpd on the communication channel
of 5 to 10 ms depending on the voltage level and is limited in this work with
10 ms. In PSN-based communication networks, the path delay tPD depends
on a deterministic and on a stochastic part. The deterministic delay depends
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Figure 2: Histogram and approximated exponential function of 20 000 path delay mea-
surements in an MPLS network across 14 hops. FO cable length is approximately 300 km.

on the port speed, packet size, number of switching devices along the route
and the FO cable length. The stochastic part depends on the traffic load.
Fig. 2 shows a histogram of path delay measurements including the separation
of the deterministic and the stochastic part.

2.4. Bandwidth

Besides synchronization data, comprising timestamps, measurement data
also has to be transferred over the protection interface. Basically, two differ-
ent types of measurement data can be used for creating the tripping criterion:
sample values or vector data. If vectors of measured values, based on one
cycle (e.g., RMS value) are transmitted, only one message has to be sent per
cycle per direction, which is equal to 50 data vectors per second in a 50 Hz
system like in Europe. Therefore, just every 20 ms new measurement data
is transferred to calculate the tripping criterion. To accelerate this reaction
time and calculate various characteristics, momentary measurement values
have to be transmitted. In this specific application the measured samples
are transferred with a frequency of 1 kHz.
The required bandwidth for this implementation is 1.57 MBit/s on wire (in-
cluding packet overhead), consisting of the measured samples and the times-
tamp exchange. This exchange is performed using IP-based protocols, like
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SCTP for the measurement data stream and UDP for the timestamp ex-
change.

2.5. Real-time / Determinism

Besides the communication latency, real-time constraints have to be ful-
filled. In general, real-time requirements can be classified into levels [27],
the highest being Hard real-time – if the timing requirement cannot be met,
the correct behavior of the entire system is jeopardized. Since the protection
system is responsible to protect the grid from system faults with fatal con-
sequences on the power grid if it is not working correctly, hard real-time is
necessary in this safety-critical application.

2.6. Resilience

Since the LCDP system needs the communication as a matter of the
functional principle, the resilience of the whole protection system in the main
mode depends on the characteristics of the communication. Consequently, it
is necessary that the technology of the protection interface communication
system supports best possible availability according to [17].

2.7. Cost-efficiency

A non-technical, but crucial requirement of the protection interface com-
munication system is cost-efficiency. For the LCDP system, the cost for the
protection interface communication system is an influencing factor for the
overall costs. Therefore, it is of big importance to create a concept which
enables the use of cost-efficient communication networks.

2.8. Summary

Table 1 summarizes all technical quantifiable requirements for the protec-
tion interface (communication system) of an LCDP system. The attributes
resilience and cost-efficiency are not listed in the table, because these values
depend on the application specification of the individual operator of such a
system and can not be generalized.

3. State-of-the-art implementation of the protection interface

A dedicated fiber optical cable would be the best solution from the tech-
nical point of view, whereas the economic point of view is not supporting
this solution. Considering a distance of hundreds of kilometers between the
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Table 1: Summary of LCDP requirements and results.

Proposed Method
Attribute Required Limit /

Definition
Measured /
Concluding

Fulfilled

Sync. Accuracy 6 10µs < 3µs X
Communication
latency

6 10 ms < 2.7 ms X

Necessary band-
width

> 1.57 MBit/s provided
bandwidth
> 10 MBit/s

X

Real-Time Hard Real-Time no violations
of timing
constraint

X

Security Integrity, Confiden-
tiality and Avail-
ability

Provided by
IPsec plus
delay attack
detection

X

protection relays, it is very costly to place a dedicated fiber for only this ap-
plication. In real life, FO cables are used to connect WANs, Ethernet-based
nowadays, with a high bandwidth utilization to increase the cost-efficiency.
Ethernet is using packet switching to yield bandwidth efficiency and is there-
fore not deterministic by its nature. The following paragraph describes the
state-of-the-art implementations and their shortcomings for using Ethernet
as protection interface communication system.

3.1. Transport protocol

Power system communication has been already performed by using Layer
2 Ethernet messages, like the standardized Generic Object Oriented Substa-
tion Event (GOOSE) messages described in [28]. Liu et al. proposed to use
GOOSE messages for an LCDP system [14].

3.2. Clock synchronization over Ethernet-based networks

Clock synchronization is not provided by standard Ethernet services.
Therefore, additional services are required, either external timing sources
(e.g., GPS receiver or 1 pulse-per-second signal) or a channel-based clock
synchronization approach. Synchronization using external timing sources
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are not contemplated in this work because of additional effort and uncertain
security characteristics.

A predestined and standardized protocol for channel-based clock synchro-
nization with achievable accuracy limits of less than 1µs is PTP [16]. An
obstacle for using this protocol is that the whole infrastructure has to support
this standard. In this case, all network devices, i.e., switches and/or routers,
along the synchronization path, require correcting clocks. This is costly and
thus not a cost-efficient solution which would be accepted by the energy
provider. In addition, to secure the clock synchronization, PTP messages
have to be encrypted. Since these synchronization messages need corrections
from the correcting clocks, the network device has to be able to read the con-
tent of the synchronization message. Consequently, the encrypted message
has to be de- and encrypted at each network node, which weakens the whole
security concept. The whole security system is broken as soon as only one
single network device is compromised. The strongest concept would be to
establish an End-to-End encryption for synchronization messages, which is
not possible by using state-of-the-art methods so far.

3.3. Real-Time capability of Ethernet-based networks

Real-time requirements can not be fulfilled by using PSN Ethernet with-
out additional services, since at high channel utilization messages are stored
in a queue and processed according the First-In-First-Out principle. By im-
plementing Quality of Service (QoS) according to [29], data packets can be
prioritized. A proper engineering of the network decreases the stochastic
part of the network delay behavior for dedicated subscriber or packets, re-
spectively. Important for the LCDP system is that the measurement value is
transmitted within the maximum allowed communication latency of 10 ms,
depending on the applied voltage level. Therefore, a well engineered setting
is able to maintain a sufficiently deterministic data transfer. The problem of
using PSNs for LCDP systems is the occurring jitter which depends on the
traffic load. Therefore, a proper concept is required.

3.4. Cost-efficiency

Gowan [6] shows the cost-efficiency difference between legacy TDM-based
SDH systems and state-of-the-art PSN-based communication technology, like
Ethernet, referred to as packet-optical platform. The whitepaper illustrates
the cost savings by a case study of a data processing service center. There,
only 3 bays are necessary packet-optical platform compared to the necessary
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60 bays for SDH systems. Therefore, floor space savings are evident, as
well as the electric power consumption of the network devices, which save
up to 92%. Consequently, installation and operational costs are convincing
economic factors to use packet based systems. Ref. [7] also stated, that
the cost efficiency is increased by PSN systems compared to TDM systems
whereas this factor is not quantified in that report. Further, Blair et al.
[9] also states that packet-based WANs improve cost-effectiveness for utility
applications.

3.5. Summary

Since Ethernet-based WANs are to be used for the protection interface
and state-of-the-art implementations do not fulfill the requirements, a con-
cept fulfilling them has to be developed.

4. Proposed communication concept for the protection interface
using PSNs

According to Sec. 3, it is not possible to fulfill all necessary requirements
for the protection interface of an LCDP system by using Ethernet with state-
of-the-art methods. The aim of this research is to solve these open issues
to enable the use of existing Ethernet WANs for the protection interface of
LCDP system, which is also applicable to other secure real-time measurement
data exchange applications. This section describes the proposed architecture
of the protection interface extending our previous work [23, 18, 22].
Sec. 4.1 discusses the proposed transport protocol which is the basis of the
communication concept. Sec. 4.2 presents the clock synchronization algo-
rithm for a PSN without correcting clocks. Sec. 4.3 presents the correspond-
ing security concept.

4.1. Transport protocol

For LCDP systems, it is advantageous to make use of IP-based protocols,
to be routable over an Ethernet network across several network router. In
addition, IP-based protocols enable the possibility of continuous encryption
between the protection devices, i.e., End-to-End encryption.
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Figure 3: Clocks cA(t;n) and cB(t;n) of the protection relays A and B in the nth time
interval, where cA(t;n) has slope = 1 and cB(t;n) slope = α(n). The arrows between the
counter function indicate the packet rounds for k = 1, ...,K in time interval n.

4.2. Clock synchronization

Accurate clock synchronization is of fundamental importance for LCDP
systems with PSN-based communication system for the protection interface
that the occurring jitter on the network does not influence the protective
function. To achieve the synchronization accuracy stated in Table 1, and to
observe the communication latency, usually either a GPS receiver or PTP
is used. However, as stated in [9], those are non-favorable solutions due
to vulnerabilities of GPS and extensive upgrade costs of existing network
infrastructure to be PTP capable and its lack of End-to-End encryption.

In this work, we use a clock synchronization scheme, originally introduced
in [18], that enables End-to-End encryption. It (i) estimates the clock pa-
rameters of offset and skew, (ii) tracks their values over time, and (iii) adjusts
the local clocks to achieve a synchronous state. Additionally, the algorithm
returns an estimate of the channel delay, which is assumed to be symmet-
ric in distribution. This synchronization scheme only depends on measured
packet transmission and arrival times at the two relays as depicted in Fig. 3,
i.e., it does not require specific capabilities of the communication network.

In the nth time interval, the packet exchange is illustrated in Fig. 3.
Relay A is considered as clock master, and relay B has a clock phase β(n)

and a clock frequency offset (skew) α(n) relative to relay A. The relation of
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the counter values cA(t;n) and cB(t;n) at the kth packet transmission and
reception are

cB(t
(n)
1,k ;n) = α(n)t

(n)
0,k + β(n) + ∆(n) + δ

(n)
AB,k, (1)

t
(n)
3,k =

cB(t
(n)
2,k ;n)− β(n)

α(n)
+ ∆(n) + δ

(n)
BA,k . (2)

This model assumes a deterministic delay ∆(n) that is the same in both
directions, and a stochastic delay δ

(n)
AB,k and δ

(n)
BA,k. The stochastic delay

can be modeled according to relevant measurements, depicted in Fig. 2, as
exponential distribution. The measurements were collected in the network of
an Austrian energy provider, in which the communication link was comprised
of 14 switches and approximately 300 km FO cable. Based on this model,
an algorithm that estimates the clock parameters in every time interval n,
adjusts the local clock of relay B accordingly, is derived [18].

The algorithm assumes symmetric conditions of the deterministic delay
∆(n), i.e., the delay is the same on the path from relay A→B and B→A.
Therefore, the network path has to be routed over the same path from relay
A→B and B→A, which can be easily done by proper network engineer-
ing. However, the synchronization accuracy and hence the operation of the
LCDP can be distorted by injecting asymmetric delays. For example, an
attacker introduces additional delay in one direction. As the synchroniza-
tion procedure depends on time measurements that need to be exchanged
between the nodes, the synchronization can be distorted if this information
is corrupted. In the following section, those issues are considered to ensure
a holistic security concept.

4.3. Security concept

So far, the basic architecture of the protection interface to provide system
safety is presented. To protect against intentional attacks on the communi-
cation, security measures are indispensable. In [22] we presented a detailed
threats analysis, which is summarized in the following enumeration:

1. Packet interception: The attacker captures and reads the content of
messages.

2. Packet manipulation: The attacker captures and modifies the con-
tent of messages.

3. Reordering: The attacker captures and changes the order of sending
messages.
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4. Delay attack: The attacker delays certain messages.

5. Packet dropping: The attacker drops messages.

6. Replay attack: The attacker resends captured messages.

Threat 1 yields a loss of confidentiality, threats 2 − 4 yield a loss of in-
tegrity and threats 5 − 6 yield a loss of integrity and availability. Standard
encryption protocols can handle threats 1−3 and 6. Since IP-based transport
protocols are used, IPsec is used as countermeasure for these threats. Threat
3, reordering of packets, will only have a consequence on the system if tim-
ing constraints are violated as a result. Threats 4 and 5, delay attacks and
packet dropping can not be covered by using IPsec. If packets are dropped,
the application initiates a retransmission after a pre-defined timeout expires.
If the measurement data is received within the required communication la-
tency (cf., Table 1), even though triggered by a retransmission, these threat
does not influence the protection function. As soon as the timing constraints
are violated, the protection system has to switch over to the back-up pro-
tection. Therefore, the attack has an influence on the system, but the power
line is still protected by the back-up protection.
Delay attacks have to be divided into symmetric and asymmetric delay at-
tacks. With symmetric delay attacks, messages in both directions are sent
with additional delay introduced by an attacker. Since the condition is sym-
metric for the message exchange, synchronization accuracy is not affected.
There is no consequence on the system safety if the latency requirements are
not violated. Asymmetric delay attacks are hazardous, since they distort
the clock synchronization. If the sampling at the protection relays is not
working synchronously anymore, a spurious difference current is calculated
(c.f., Fig. 1 not synchronized mode) and a maloperation of the protection
interface is the consequence in the worst case. To avoid this, we developed a
delay attack detection algorithm [22].

Fig. 4 shows the influence of such an asymmetric delay attack in a real
WAN. In this specific case a steady increase of 80 ns/s was injected on the
link from relay A to B. The diagram on the top shows the measured path
delay from both directions. The diagram on the bottom shows the influ-
ence of the asymmetric delay. The application does not recognize that the
synchronization is not working properly anymore, indicated by the blue line.
However, by applying an external measurement system, the time offset can
be measured (red line) and it can be seen that the synchronization accuracy
is violated. It is not possible to prevent this kind of attack, like packet in-
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Figure 4: Influence of asymmetric delay attack on the accuracy. (top) Measured path
delays with an asymmetric delay attack on the link from relay A→B. (bottom) Estimated
clock offset versus measured synchronization accuracy.

terception, but it has to be detected, so that the protection device is able to
switch over to the back-up protection to avoid maloperations in the worst
case.

In [22] we proposed to use the estimated clock skew in combination with
the estimated path delay, which is the output of our proposed clock synchro-
nization algorithm. By setting limits on the estimated clock skew and path
delay, we are able to detect the injection of an asymmetric delay. The limit
for the path delay criterion is derived from the required accuracy which is
set to 10µs. The limit for the clock skew criterion has to be individually set
depending from the oscillator quality.
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5. Evaluation / Results

The evaluation of the proposed system architecture for the protection
interface was performed in a real life MPLS network of an Austrian utility
company by using various topologies, routed across several network devices,
i.e., hops. To keep the measurement setup for the evaluation of the clock
synchronization and the channel latency / path delay measurement as sim-
ple as possible, the interfaces for both protection relays are routed to the
same substation. If the devices would be placed at different locations, the
complexity of the measurement setup would increase whereas the accuracy of
it would decrease. To evaluate the clock synchronization accuracy, the pulse-
per-second output of both protection relays was compared. The path delay
was measured by synchronously capturing the packets at both relays using
a Hilscher NET ANALYZER-NXANL 50-RE card with a time resolution of
10 ns.

The link speed of the used network was 1 GBit/s with 10 MBit/s being
reserved for our test. According to the requirements in Sec. 2 the neces-
sary bandwidth is > 1.57 MBit/s on wire (including packet overhead). The
following subsections present measurement results from the developed com-
ponents.

5.1. Clock synchronization

Two different topologies are investigated to evaluate the clock synchro-
nization accuracy: Topology A, consisting of 8 hops and a total FO cable
length of 100 km, and topology B, consisting of 10 hops with a FO cable
length of 250 km. Fig. 5 illustrates the histograms of the path delay, de-
picted on the top of the figure, whereas the bottom diagram illustrates the
relating clock synchronization accuracies.

The measurement results demonstrate that the proposed synchronization
algorithm yields the desired accuracy, even within a range of 3µs. The
necessary clock synchronization accuracy according to Sec. 2 is 6 10µs. So,
this quantity fulfills the requirement.

5.2. Security / Delay attack detection

The proposed countermeasure facing against delay attacks is to observe
the estimated clock skew and the estimated path delay, as stated in Sec. 4-C.
Various profiles of asymmetric delay attacks can be performed, whereas the
worst case is a slight, but steady incremental injected asymmetric delay which
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has no significant change in the clock skew during the attack. Fig. 6 illustrates
the effect on the characteristic clock synchronization quantities, performing
such an attack with an increment of 8 ns/s. The dashed line represents the
starting point of the attack. Before the attack the system was in a steady
state without any attack. After 950 s the attack started injecting 8 ns/s.
The estimated path delay by the slave clock increases by half of the injected
delay due to the assumption of symmetric paths, tPD is basically calculated
by tPD = (tA→ tB + tB→ tA)/2. Hence, by observing the increased path
delay the attack can be easily detected by simply setting a threshold, in this
case set to 10µs, according the required synchronization accuracy. Fig. 6
illustrates on the top the consequence of the delay attack on the estimated
path delay by the slave clock. So, it would be possible to detect asymmetric
delay attacks by just using the path delay criteria but with the drawback
that the attack is detected as soon as the consequence already affected the
synchronization accuracy at the limit of the accuracy requirement. Observing
the estimated clock skew already exhibits a change in its characteristic after
starting the attack. Fig. 6 shows in the clock skew diagram the actuating
value of the clock, the skew. If solely the time response is observed, the
change on the attack is hardly visible. By creating histograms, before and
during the attack, the change of its characteristic is clearly visible. At no
attack in the steady state, there is a major tight peak at α = 1.3053 ppm with
a standard deviation of σ = 0.02 ppm. The histogram at the attack illustrates
a peak increased by its mean value at α = 1.3078 ppm but decreased in its
occurrence with a wider peak resulting in an increased standard deviation of
σ = 0.0222 ppm. So, the asymmetric delay attack can be detected, without
the use of additional routes, like proposed in [21] or the use of GPS receiver
for verification, like proposed in [14].

If the delay attack would be performed by a steeper incremental injected
asymmetric delay, the characteristic of the clock skew would be also increased
according to the steeper delay and therefore easier to detect by simply ob-
serving mean values, which was published in our previous work [22]. The
evaluation above presents the challenging scenario of slight but steady in-
creases which influence the clock parameters and sets the most challenging
scenario of such kind of attack. If the injected delay would be decreased, it
would be more challenging to detect the attack by the skew, but the estimated
path delay still represents this quantity, independent of the increment.

So the combination of observing the path delay and the clock skew results
in a reliable criteria to detect asymmetric delay attacks. So, the asymmetric
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delay attack can be reliably detected by using this proposed concept and
switching the protection device into the back-up mode as soon as such an
attack is detected and no maloperation may appear.

5.3. Real-time capability

The path delay measurements, illustrated in Fig. 2, represents the results
from a topology consisting of 14 network devices along the path, and a FO
cable length of approximately 300 km. The maximum measured path de-
lay corresponds to 2.685 ms. Therefore, all measurement values reached the
remote station within the given time of 6 10 ms, according to Sec. 2. As
long as the resulting path delay does not exceed the delay limit, the timing
requirements are not violated.

5.4. Summary

The concept proposed in Sec. 4 provides a protection interface fulfilling
the requirements specified in Sec. 2. The measurement results presented
in the current section illustrate a proper working system within the required
limits. Table 1 summarizes the requirements and the measured values, tested
in a real life environment. Therefore, a safe operation of the power line is
maintained by using the proposed concept.

6. Conclusion

This paper presents a holistic concept for the protection interface of an
LCDP system over Ethernet and its evaluation results from a real life envi-
ronment. The proposed concept provides a protection interface fulfilling the
stringent requirements summarized in Table 1. The presented measurements
illustrate a proper working system within the required limits. Particularly,
the synchronization algorithm enables this concept, also to establish a strong
End-to-End security concept which combines physical and cryptographical
security. Therefore, the grid as a critical infrastructure can be protected
from system faults without complex protection strategies, by simply using
the principle of differential protection and is additionally protected from
cyber attacks. The evaluation provides measurements from a real-life en-
vironment which demonstrates the practicability of the proposed concept.
Therefore, a safe operation of the power line is maintained by using the pro-
posed concept. This enables the use of widespread available Ethernet-based
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Figure 6: This figure shows the impact of an asymmetric delay attack by 8 ns/s. The
diagram on the top illustrates the impact on the path delay, the diagram in the 2nd row
represents the resulting actuating value of the clock, the clock skew α, and the diagrams on
the bottom illustrate the histogram with approximated normal distribution in the steady
state at no attack and during the attack. This test was performed at a setup consisting of
2 network switches and insignificant FO cable length which results in a lower total path
delay of 20.6µs in the steady state at no attack.
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WANs without the necessity of correcting clocks in the network infrastruc-
ture and can therefore be realized in a cost-effective manner and provides
system safety.
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