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Abstract
Today’s information appliances appear very powerful, featuring on-device storage and processing
power, communication technology and supporting many different applications. Context awareness is
currently considered as one of the key issues for future device generations, with context prediction
being the next step in research. The goal is not only to recognize the current context of an information
appliance or its user, but also to predict the future context and thus enable the device to become
proactive. In this paper, an approach to recognize and predict high level context information from
low level sensor data is presented. Targeting a wide range of platforms, this approach has also been
implemented in a software framework for on-line, un-supervised context prediction.

1. Introduction

Information appliances are either mobile, like laptop computers, handheld devices, mobile phones or
wearables, or fixed, like TV set-top boxes, home entertainment centers or even whole rooms equipped
with various interacting devices; but most of them have various hardware components that can be
used as sensors for querying the environment. By exploiting these sensors, it is possible to make
devices context aware and thus adaptive to the user’s current situation. This paper presents the basic
methodology and its implementation as a software framework which eases the development of context
aware applications by providing the current and future, predicted context.

Context awareness allows an information appliance to adapt to its environment, which offers a number
of advantages and possibilities for new applications. One of the more intuitive advantages is ease of
use; if devices can adapt to their – or for personal, mobile information appliances their user’s –
situation, they can engage in more efficient user interaction (e.g. [2, 10]). Other advantages may be
less obvious, but context awareness can also lead to reduced energy consumption (cf. [20]) and thus,
for mobile devices, to longer battery life (e.g. [16]). Another option for improving the usability of
information appliances [21] is to make them proactive: anticipating user action enables a new class
of applications to be developed. The main contribution of this work is on-line, adaptive prediction of
device and/or user context. This can be seen as a special case of context awareness, which considers
the past, present or future context of an appliance. This work concentrates on providing context
information to applications. It is left to the applications what the context information is used for; in
many cases, simply displaying the current context and adapting the user interface to it might be a
better choice than automatically starting certain actions.
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Some of the issues involved with fulfilling the above aims are already solved by different methods and
techniques. It is not necessary to develop new algorithms for classification of sensor data or prediction
of time series, since mature methods are already available. The major challenges for this research are
that:

• Context recognition and prediction should be embedded in information appliances with limited
resources. This limits the set of suitable algorithms significantly.

• Learning and adaption should happen on-line without explicit training, which also excludes a
number of powerful algorithms that rely on batch training.

• User interaction should be kept to a minimum and be un-obtrusive.

• Values gathered from typically available sensors are highly heterogeneous and thus many algo-
rithms for statistical analysis and classification are not directly applicable.

• Prediction should respect trends and periodic patterns in context history with a reasonable trade-
off between forecast accuracy and computational complexity.

To accomplish this, the presented architecture consists of four major parts: feature extraction, classi-
fication, labeling and prediction. The available sensors provide a multi-dimensional, highly heteroge-
neous input vector as input to the classification step, realized by data clustering. Labeling associates
recognized context classes with meaningful names specified by the user, and prediction allows to
forecast future user context for proactive behavior.

To facilitate the development of applications that build upon predicted context, one aim is to develop
a framework for recognizing and predicting context from a multitude of simple sensors available on
current information appliances. Specifically, the aims of this framework are:

• Provide abstract, high level context information to applications

• Use multiple, simple, available sensors in favor of additional, more powerful ones that would
need to be connected externally

• On-line, un-supervised context recognition and prediction without explicit training phases

• Local operation (i.e. no infrastructure necessary)

• Unobtrusive operation with explicit user interaction only when necessary; context awareness
should aid the user, but not cause additional burden

• Cope with limited resources of typical mobile devices (e.g. mobile phones)

• Run on a variety of platforms and operating systems and independently of the specific sensor
technology

The developed architecture is a general approach to context prediction and thus suitable for a wide
range of applications. Domain-specific heuristics might achieve higher accuracy for special appli-
cations, but the strengths of this architecture lie in its flexibility. Thus, it is probably better suited



for applications utilizing many different sensors than for applications with a single sensor and well-
known, highly optimized, domain-specific methods.

This paper is structured as follows: section 2 discusses related work and puts this work in context.
Section 3 describes the general approach, the developed framework and the major contributions. Fi-
nally, section 4 gives concluding remarks and future outlook.

2. Related Work

Context awareness is currently a highly active research topic [4], but most publications assume few
but powerful sensors like video or infrastructure based location-tracking. The TEA [25] and Smart-
Its [11] projects have proposed to use multiple simple sensors instead of a single, powerful one to
better capture the different aspects of context [24]. Our work takes a comparable approach to context
detection by using multiple diverse sensors, but extends it to also exploit qualitative, non-numerical
features [18]; many of the currently available sensors produce non-numerical values, like the list of
Bluetooth-enabled devices in range. Although such sensor data can not easily be mapped to numerical
features, they offer valuable information about the user or device context and should thus be exploited.
The developed framework allows the transparent integration of features of arbitrary types and has been
presented in [19].

The notion of feature extraction has also been used in the field of context awareness in [5, 6, 13, 17].
Feature extraction and sensor fusion have also been studied extensively in the field of robotics, but
with focus on geometrical properties of the environment (e.g. [3]). In the field of context awareness,
sensor fusion is not really applied because the different sensors capture different aspects of the envi-
ronment. Sharing of context information between devices in spatial proximity has also been proposed
independently in [17], similar to our recommendation in [19].

In [9], Anind K. Dey et.al. described a software infrastructure for context awareness, which depends
on a server for aggregating context and is limited to discrete-valued types of sensors. This infrastruc-
ture has been implemented and named Context Toolkit [23] with its main abstractions of ”widgets”,
”aggregators” and ”interpreters” [8]. It is not directly comparable to our work because of different
aims; we aim to implement context recognition and prediction locally on each device, without the
need for infrastructure components. Another interesting toolkit is iStuff [1], which concentrates on
explicit user interaction; we specifically aim for non-obtrusiveness and almost no explicit user inter-
action for recognizing and predicting context. Due to their complementary nature, both approaches
could be integrated into applications on top of the frameworks. Additionally, data obtained from the
explicit user interaction supported by iStuff could be used as (logical) sensors for our approach.

Proactive adaptation of applications has also been explored in [14], which describes CIS, the “Con-
textual Information Service” as a lightweight interface to obtaining context information. Their notion
of “Contextual Information Providers” can be compared to feature extractors in our work, described
shortly in section 3.2., or to “cues” in the TEA project. However, CIS follows the approach of adapting
the environment (i.e. infrastructure), while we intend to adapt the device to a changing environment,
which includes changing user behavior. The use of meta-attributes in CIS at the level of context prim-
itives seems to be an interesting concept; we currently use confidence as a meta-information only at
higher levels (after classification and after prediction).

Learning user’s habits has previously been explored by Michael C. Mozer in The Neural Network



House [20], which is able to predict occupancy of rooms, hot water usage and likelihood that a zone is
entered in the next few seconds using trained feed-forward neural networks. Kidd et.al. reported [15]
about the Aware House, which should also learn user’s habits, but was not finished at the time of the
report. A more recent project called MavHome [7] by Diana J. Cook et.al. also applies prediction
algorithms to forecast future user actions, but parts of the prediction seem to rely on database support
and batch training.

3. Framework

The major aim of this work is to develop an architecture for recognizing and predicting context, which
includes the methodical evaluation and selection of algorithms for different parts of the architecture.
In this paper, the general approach and current selection of algorithms is presented. However, one
of the most important features of the developed architecture is its flexibility and independence of
any specific algorithms for context classification and prediction. On most supported platforms, the
algorithms can even be selected during run-time due to a plug-in concept. To evaluate the architecture
and its capability to fulfill the stated aims, it has been implemented as a software framework.

3.1. Motivation

After an extensive literature study, a software framework for the development of context-aware appli-
cations on resource limited devices without any infrastructure support does not seem to be available.
Instead, there are either powerful frameworks for collecting context information from multiple de-
vices over some network infrastructure (e.g. [7, 9, 11, 14, 22]) or ad-hoc applications tailored to a
specific hardware platform (e.g. [5, 6, 10, 16, 20, 25]).

The current rise of information appliances like the Symbian OS based smart phones or standard PDAs
motivates the development of a cross-platform software framework for exploiting all available sensors
to locally recognize and predict context. Although the framework should not depend on infrastructure
components so as to be usable on mobile and disconnected devices, it should be possible to integrate
infrastructure services as additional sources of information about the environment. Examples are a
network camera, WLAN information from an access point or a central logon server; all of them can
contribute valuable aspects of the current context, depending on the application.

3.2. Approach

Figure 1 shows the general architecture of the framework. As can be seen, there are four clearly dis-
tinguished steps separated by simple interfaces. Due to the exact definition of the interfaces between
the steps, they are mostly independent and can be exchanged independently. All of the feature ex-
tractors, the classification algorithm and the prediction algorithms have been realized as dynamically
loadable shared libraries which can be selected during run-time.

In its current state, the architecture has been optimized towards mobile and embedded devices, typi-
cally with restricted GUI capabilities. The different processing steps can be regarded as filters, trans-
forming input values to output values. No central database is necessary, every step is independent
and performs on-line data processing. Thus, the architecture is well suited for resource limited in-
formation appliances, but does not impose a boundary on the complexity of specific plug-ins. When
applied to a pervasive computing environment like a room or a whole house, powerful computing
infrastructure can be utilized. Although plug-ins from different steps, e.g. a classifier and a predictor,



Figure 1. Architecture for proactivity via predicted user contexts

might use extensive data storage facilities like a central database server, they can do so independently.
The interfaces between the distinctive steps are vectors attributed with time stamps. Thus, time is
implicitly passed from one step to the next. For debugging, evaluation and monitoring purposes, the
complete history of these vectors can be logged in a general way and thus allows off-line processing
if necessary. During normal operation in an information appliance, no central history is necessary as
each plug-in maintains it own, internal data model. Typically, this will not cause any duplication of
data because the plug-ins in different steps will construct data models with different meanings.

The main advantages of this architecture, w.r.t. to the aims defined in section 1 are that it allows
an on-line operation without explicit training phases, that it is non-obtrusive due to the use of unsu-
pervised methods and that it is able to cope with limited resources because no database is required.
Furthermore, the plug-in architecture allows classification and prediction algorithms to be exchanged
easily, which simplifies the evaluation phase for specific applications. Evaluation of the architecture
will be done through a series of experiments with real world data. This will allow a qualitative as-
sessment if the whole system performs as expected. A quantitative evaluation can not be done for the
architecture per se, but only for a selection of specific methods realized as plug-ins.

Currently, Growing Neural Gas is used as a classification algorithm, because it offers a number of
advantages in terms of adaptivity. To further improve its result quality when working with highly het-
erogeneous feature vectors, a few enhancements have been developed and will be presented in more
detail in future publications. A first evaluation of prediction methods showed that Active LeZi [12] is
a good candidate, at least for single-step context prediction. On a simple, artificial test data set, a pre-
diction accuracy of 0.99 can already be attained for a single feature space dimension; simple ARMA
models did not yield any usable results on that data set without problem specific modeling and man-
ual selection of input values, while Active LeZi constructs its internal model in an un-supervised
way. For real-world data, quantitative evaluation still needs to be done. As a first prototype for the
labeling step, a simple traybar application displays the currently active context and allows the user to
interactively assign descriptive names to context identifiers.



3.3. Contribution

The main contribution of this work can be seen in two interrelated areas:

• The development of an architecture for context prediction which features:

– flexibility due to simple interfaces between multiple well-defined steps. This makes the
architecture suitable for arbitrary kinds of sensors and a wide range of appliances.and

– clear separation of concerns. Sensors, feature extractors, classifiers, predictors and user
interaction are completely independent and interchangeable.

• The implementation of the architecture with the following novelties:

– Use of heterogeneous feature vectors for context recognition: Although the problem of
heterogeneity has been investigated for input values of Kohonen Self Organizing Maps,
publications on context recognition only seem to concentrate on numerical, mostly con-
tinuous feature types (e.g. accelerometer data). This work introduces a method of using a
broader class of features for deriving context.

– Context prediction: Some publications already covered the topic of location prediction for
different granularities of location information; most projects perform prediction of user
location on the level of rooms. The concept of predicting the whole context on the level
of abstract context identifiers with on-line algorithms locally at an information appliances
seems to be novel.

– Development of a cross-platform framework suitable for devices with limited resources:
As outlined in section 3.1, no framework seems to be available which is suitable for ful-
filling our aims.

Because it needs to cope with limited resources and access many hardware components, the frame-
work has been implemented in ANSI C++ with resource constraints in mind. Although C++ is theo-
retically not as portable as other languages like Java, practical experience with both shows that Java
programs also need modifications and sometimes even structural redesign when being ported to dif-
ferent platforms (e.g MIDP on mobile phones). Currently, the framework and most of its supported
sensors run on Linux (IA-32 and ARM processors), Windows 2000 and XP, Windows CE 3.0 and,
with restrictions, on Symbian OS 7.0. It is freely available under an open-source license upon email
request.

3.4. Open Issues

At the moment, the conceptual work, basic framework structure and feature extractors for a vari-
ety of sensors are complete. An enhancement of Lifelong Growing Neural Gas (LLGNG) has been
implemented for the classification step and tested with artificial and real world data. However, fur-
ther optimizations of the LLGNG parameters might still increase the classification quality and will
therefore be investigated. In addition to the qualitative comparison of different classification meth-
ods which has already been done, a quantitative evaluation of one or two additional algorithms could
provide valuable insight; but it is difficult to find on-line classification algorithms that fulfill most of
the requirements we have defined [19]. The major aim of this work is to develop and evaluate an



architecture for context prediction, the evaluation of specific algorithms is only necessary for vali-
dating the architecture as a whole. For the prediction step, only the Active LeZi algorithm has been
implemented within the framework so far. Other prediction methods like ARMA models have been
tested in Matlab with the data sets produced by the classification step of the framework, but suggest
further research. More complex, non-linear models still have to be evaluated on this test data. An on-
line statistical analysis of the time series will be implemented within the framework to provide hints
to prediction algorithms. This could also allow to efficiently apply multiple algorithms and combine
their results for an increased overall prediction accuracy.

4. Conclusions and Outlook

Two contributions to context recognition and prediction can be identified in this work and have been
shortly presented: a flexible multi-step architecture for context recognition and prediction has been
developed and has been implemented in form of a software framework. This framework has been
developed for a wide range of platforms and with support for many common, currently available
sensors. In its current form, it can already be regarded as a mature infrastructure for gathering and
pre-processing sensor data and will be used for multiple currently active research projects within our
institute.
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